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A procedure, based on the Boltzmann method, is described for calculating the concentration dependence of the diffusion 
coefficient in two component systems from Rayleigh Diffusiometer data. Application of the method is made to two sys­
tems at 20°: glycine-water and bovine mercaptalbumin-buffer (sodium acetate:acetic acid, pB. = 4.75, r / 2 = 0.05). 
Differential diffusion coefficients and the magnitude of the concentration dependence for the glycine system are in good 
agreement with existing literature values. The concentration dependence of D in the bovine mercaptalbumin system is in 
satisfactory agreement with the value obtained from a series of differential experiments in which the mean concentration of 
the boundary varied from 0.04 to 1.1 g./dl. protein. Certain modifications of the diffusion interferometer and of the tech­
nique of boundary formation are described. 

In free diffusion work on two-component sys­
tems, in which the concentration in the boundary 
region is recorded refractometrically, it has long 
been evident that the diffusion process rarely gives 
rise to a boundary region which may be character­
ized by a Gaussian probability function. This 
lack of ideality may be attributed to two causes; 
(1) a non-linear relation between refractive index 
and concentration, and (2) a dependence of the 
diffusion coefficient on concentration. 

The functional dependence of refractive index on 
concentration can be determined by independent 
experiment. In many systems a linear relation 
has been shown to hold up to relatively large solute 
concentrations. For example, the protein systems 
thus far studied show a linear dependence of re­
fractive index on concentration up to protein con­
centrations in excess of 10 g./dl.8'4 On the other 
hand, there are often substantial deviations from 
linearity in electrolyte6 and dipolar ion6 systems. 
In systems of this type, if the refractive index-
concentration function is known, then the primary 
refractive index data obtained for the diffusion 
boundary can always be reduced to concentration 
data. 

It is customary in the investigation of concentra­
tion dependence of the diffusion coefficient to per­
form a series of experiments at different mean 
solute concentrations. If the concentration differ­
ence in each experiment is kept small, differential 
diffusion coefficients corresponding to each mean 
concentration may then be calculated to establish 
the degree of concentration dependence. This 
procedure is time-consuming and in the case of 
protein work may require more material than is 
available. Also, if the Rayleigh Diffusiometer is 
used, this procedure is less than satisfactory since 
it is evident that the necessary information for 
calculating the concentration dependence is present 
in the data of any individual experiment. 
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Apart from the theoretical interest attached to 
the concentration dependence of the diffusion co­
efficient, it is of importance in the study of proteins 
and other macromolecules to have a diffusion co­
efficient at zero concentration which may be used 
with other data to give information about the size 
and shape of the kinetic unit of the solute. 

Creeth7 has described an elegant method for 
calculating the concentration dependence of the 
diffusion coefficient in two component systems 
using the high precision data obtained with the 
Rayleigh Diffusiometer. Creeth's method is based 
on a series solution to the differential equation of 
diffusion obtained when a cubic relation between 
diffusion coefficient and concentration is assumed. 

It is the purpose of this paper to describe a dif­
ferent procedure for calculating the concentration 
dependence from Rayleigh diffusion data. This 
method, unlike that of Creeth, requires no a 
priori assumption regarding the nature of the 
dependence of the diffusion coefficient on concentra­
tion. Application of this method is made in 
studying the concentration dependence of the 
glycine-water system and of the system of bovine 
mercaptalbumin at pH 4.74, in sodium acetate-
acetic acid buffer, r / 2 = 0.05. 

Theory.—Fick's Second Law8 for the case of one-
dimensional free diffusion in a two-component 
system, may be written 

ac „ A (Dc *£) (1) 
bt dx V bxj ( ' 

where C is concentration, t is time, x is the vertical 
position coordinate in the diffusion cell and Dc is 
the diffusion coefficient at concentration C. It is 
convenient to arrange experimental conditions 
such that at t = 0, for 

* > 0, C = C2 x < 0, C = C1 < C2 

In addition, the length of the diffusion cell is such 
that throughout the course of the experiment the 
composition of the solution does not change at the 
top and bottom of the cell. 

If the diffusion coefficient is a constant inde­
pendent of concentration, the well-known solution 
involving the probability integral 

2 ( C - C ) 2 ex/VWi 

(7) J. M. Creeth, ibid., 77, 6428 (1955). 
(8) A. Fick, Ann. Physik, u. Chem., 94, 59 (1855). 
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is obtained9'10 where Cz — C\ = AC and (Ci + 
Q / 2 = C. 

However, for the general case, in which the dif­
fusion coefficient is an unspecified function of the 
concentration, no simple solution is possible. 
One method of approach to the problem, exempli­
fied by Creeth's procedure, is to assume a function 
describing the concentration dependence of the 
diffusion coefficient and then solve the resulting 
differential equation. With certain concentration 
dependence functions either exact solutions or a 
series solution have been obtained.7'11-15 Gosting 
has discussed these solutions in some detail.16 

A second way of attacking the problem, which 
involves no assumption about the form of the con­
centration dependence, was first proposed by 
Boltzmann.17 Boltzmann pointed out that if 
equation 1 adequately describes the diffusion 
process for the system under investigation, then a 
new variable z = x/-yt may be introduced. 

When the substitution of z is made, equation 1 
becomes 

2 ds dz \D° Az) {S) 

which may be integrated to give 

D'--\ & Il zdC (4) 

subject to the restriction, imposed by the conserva­
tion of mass 

C" zdC = 0 (5) 
J Cl 

It is evident that this condition defines x — 0. 
For any time, t, equation 4 becomes 

W - - I % Jl xdC (6) 

The solution in this form may be used with con­
centration and vertical cell coordinate data to 
calculate Dc as a function of C. That the condition 
C be a function of x/\/t is obeyed may be verified 
experimentally. Actually, even in the cases of 
large concentration dependence, this condition 
appears to be satisfied. 18~21 

In order to calculate Dc using equation 6, it is 
necessary to perform an integration and a differ­
entiation by numerical or graphical methods. In 
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equation 1 adequately describes the diffusion process in the system 
under investigation. This equation is limited in applications to sys­
tems of two components and in addition, to systems which show no 
volume change on mixing. Over the small concentration differences 
customarily employed in diffusion studies, the volume change on 
mixing in most systems is very small and is generally assumed to be 
zero. The fact that for proteins the partial specific volume is inde­
pendent of concentration indicates that the volume change on mixing 
can be expected to be zero in protein systems. 

general the use of such procedures results in a loss 
of precision, and usually, unless the concentration 
dependence is extreme, the loss of precision may be 
so great as to make the final result of little value. 

Beckmann and Rosenberg,22 using a modification 
of equation 6 and normalized data obtained with 
the Schlieren method, devised a procedure which 
minimizes the graphical integration errors. This 
procedure is based upon a difference function cal­
culated from a comparison of the normalized data 
with a standard probability curve. A graphical 
integration then is performed on the difference 
function and the results are combined with tabular 
values of the probability integral to give Dc as a 
function of 2C/AC and £>2,o as calculated from the 
zeroth and second moments of the gradient curve. 

The method described in this paper is similar in 
principle to that of Beckmann and Rosenberg. 

The Modified Boltzmann Method.—As primary 
data, the Rayleigh23-26 system gives a record of 
refractive index increments of the solution in the 
diffusion boundary region as a function of a photo­
graphic plate coordinate, X. The refractive index 
increments are recorded as interference fringes. 
If the refractive index of the solution is a linear 
function of the solute concentration, that is dn/dC 
is a constant, then the total fringe number, Jm , 
will be proportional to AC Consequently, if the 
fringes are numbered consecutively, starting with 
the fringe corresponding to Ci as zero, then a given 
fringe number at a specified level in the boundary 
region will be proportional to the concentration in 
excess of Ci. Thus, if C is the concentration in 
excess of Ci, H{6) may be written 

H(S) = 2 ( C - C)/AC = 
( 2 C - AC)/AC = (2j - Jm)/Jm = (2j/Jm) - 1 (7) 

If dra/dC is not a constant, the first two equalities 
of equation 7 are still true, but the final relationship 
becomes more complex, and this situation can be 
handled by defining H as a function H(Q*), as 
described by Creeth.7 Under these conditions, 
we have26 

H(8±) = 2(C - C)/AC = ( 2 C - AC)/AC = 
(2JMn)[I + /3(A, - i) + . . . ] - 1 (7a) 

where (3 is a small correction term as described in 
the footnote. Value of 6 (or 0*) are then de­
termined by inverse interpolation of tables27 of the 
probability function H(B) (or H(S*)). 

The vertical plate coordinate X may be normal­
ized in the following manner. An arbitrary zero 
for X is established for the value of X corresponding 
to Jm/2. This will be referred to as Xa. For 

(22) C. O. Beckmann and J. L. Rosenberg, Ann. N. Y. Acad. Sci., 
46, 329 (1945). 

(23) J. St. L. Philpot and G. H. Cook, Research (London), 1, 234 
(1948). 

(24) H. Svensson, Acta Chem. Scand., 3, 1170 (1949). 
(25) L. G. Longsworth, Rev. Sci. Instr., 21, 524 (1950). 
(26) Here the refractive index is expressed as 

n — W0 = RiC + Roai'C2 + . . . . = j\/a, and 0 = ai'X/ai?» 
Here X is the wave length (in cm.) of the light used in the interfer­
ometer, and a is the thickness of the diffusion column in the direction 
of the light path. In these experiments, X was 5461 X 1O -1 cm., 
and a was 2.50 cm. Ri - (dn/dC)o-o, a n d <"' - (o !n/aC l)o_,/2Rj. 

(27) "Tables of the Error Function and Its Derivative," National 
Bureau of Standards Applied Mathematics Series #41, U. S. Govern­
ment Printing Office, Washington 25, D. C , 1954. 
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each fringe a new coordinate X' may be established 
by 

X' = X - X0 (8) 
Each X' of the plate measurement is related to a 
conjugate x' in the diffusion cell by 

*' = X'/Gy (9) 
where Gv is the vertical magnification factor of the 
optical system.28 

Values of X' are normalized by multiplication 
with an arbitrary factor m, to give S? = mX' 
The normalizing factor, m, is selected such that 
over the extent of the boundary, (^ — 6) is as small as 
possible. This variable ^ can be related to the 
variable z introduced into equations 3-6 by means 
of the equation 
¥ - ¥o - (*' - x")l(2\/D*t) = z/(2\/D*) = 

(X' - X")/(2Gy\/D*t) = m(X' - X") (10) 

Here we have introduced the new constants 

*o 

and 
;" = 2¥oVD** 

(H) 

(Ha) 

(lib) X" = 2Gr*iVD*t = Vo/m 

Use of these constants in equation 10 will give 
values of x or z which will satisfy equation 5 and 
are therefore the correct values for use in equation 
4. It is evident that 

m = 1/(2GvVM) (12) 
and that the choice of m is in effect a choice of D*. 
Equation 12 is used to calculate D*. If the units 
of X' and t are cm. and sec, respectively, then 
D* will have the usual units of cm.2/sec. This 
value of D* is of course an arbitrary choice, and it 
can only be related to true diffusion coefficient 
values by an application of equation 4. Also, it is 
necessary to correct the measured time, tm, by 
the use of a zero time correction, M, obtained by 
making Dc a linear function of \/tm. The values 
of t in the equations above are thus equal to tm + 
At = fcorr. 

We find that equation 10 is true within the ex­
perimental accuracy of our measurements in the 
case of both glycine and bovine mercaptalbumin. 
That is, (X' — X") is a linear function of l\/korr. 
within the limit of precision of our data, and hence 
(\j/ _ \]>0) is independent of t within the limit of 
precision, justifying our use of the variable z in 
the integration of equation 3. 

Values of the variable (1^ — ̂ o) are nearly equal 
to the variable 6 (or 0*) defined by equation 7 
(or 7a) if a good choice of m has been made. It is 
then useful to define a new variable 

0 = * _ ¥(, - 6 (13) 

From equations 10 and 13 we then obtain 
z = 2\/D* (* - *o) = 2A/ZT*(0 + <t>) (14) 

We also can obtain AH(8)/AC (or di?(0±)/dC) 
(28) The choice of / « / m / 2 instead of C — C to determine x may 

seem somewhat arbitrary and undesirable if dre/dC ts not constant. 
However since the value of x must be that value which will allow 

Ct xdC *= 0 f 
J Cl 

from equation 7 or 7a 
dH(B)/dC = 2/AC (15) 

It is now easy to calculate 6s/AC and I zdC for 
use in equation 4 

da = dz_ dH _ 4 \ / g * ("_d£ dtf>"| . 
dC dH' dC AC LdH+ dHJ { ' 

But 

BdH + f_ 0dff~] (17) 

• A dO/dHssl/H' and I _ BdH H'/2 

Therefore 

D. <•[ D* 1 + H' 
d<j> 
dH 

2 fH 
W' J - i <t>dH • db_ 

dH /-i H 

(18) 

(19) 

easily 

(20) 

A plot of (^ - 0) = (<£ + ^ 0 ) vs. H can 
A<j> , 

give us -Tj5. and 
cui 

<i>dH = / (* - 0)dff - V0(H + 1) 

by graphical differentiation and integration of the 
smoothed curve. H' and H are both functions of 
8, or 0*, and can be found in suitable tables.27 

The order of the terms in the right-hand side of 
equation 20 is such that each term contributes 
less to DJD* than the term to the left of it. If a 
proper choice of D* is made, even in cases of rather 
large concentration dependence, the maximum con­
tribution to DJD* made by the second, H'-~T< 

AJd 
usually can be kept to within ±0.10. Since it is 
not difficult to measure the slope, A(j>/dH, graphi­
cally with an accuracy of a few percent, and since 
the contribution of the third term is about one-
tenth of the second term (the fourth term is then 
usually negligible), it is possible to achieve a pre­
cision of a few tenths of a per cent, in the calcula­
tion of DJD** 

(29) If the solute is not homogeneous and if there are no inter­
actions between flows of the solute species, then the average diffusion 
coefficient, D0, calculated by the modified Boltzmann method, will 
have the form 

a-?*•£/?£' 

and hence will be neither that corresponding to / m / 2 or C, the choice 
of JuJ^ seems preferable as its use is operationally much simpler. 

If in addition, each solute difiuses ideally, equation A may be written 

D" = V AC- (B) 

• VDX 
where ACi is the concentration difference across the boundary of 
species i. Thus 

AC = Y, AC1 
i 

At z =» Q, equation B reduces to 

Si = rz V^ • ACA /]TY Ad/ vm\ (c) 
This type of average lies between the height-area and weight averages. 
Gralen80 has shown that the weight average is always larger than the 
height-area average. 

(30) N. Gralen. Kolloid Z.t 95, 188 (1941). 
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Experimental 
The apparatus used in this research is a convergent light 

double beam interferometer of the Rayleigh type described 
by Svensson24 and Longsworth.25 Following Svensson,31 a 
transmission grating with vertically oriented rulings is used 
as the coherent light source for the interferometer. Light 
of wave length 5461 A. is isolated from an H-4 General 
Electric mercury arc by a combination of Corning filters 
3484, 4303 and 5120. 

The modified 11 ml. quartz electrophoresis center section 
with window extension, described by Longsworth,32 has 
been used in all of this work. A cell holder, designed so 
that the top and center sections of the cell assembly are 
immovably held but permitting the bottom section to be 
moved aside to disconnect the two arms of the cell, is secured 
to a mounting frame which can be positioned reproducibly on 
the optical track of the apparatus. A double slit system 
with reference slits similar to that described by Creeth7 

is mounted rigidly on the cell holder. 
In order to make the fringe correction described below, a 

fiducial point on the axis of the reference fringe system is 
necessary. A one mil phosphor-bronze wire is soldered 
across the upper end of the reference slits. The image of 
this wire serves as the fiducial mark. 

All starting boundaries were formed by siphoning33 using a 
syringe with a beveled tip.34 At the conclusion of siphoning, 
the bottom section was moved aside to disconnect the two 
arms of the cell. 

During siphoning, just before the siphon was closed and 
withdrawn, a picture of the fringe pattern was taken. This 
picture was used to determine the fractional fringe number. 
Throughout the course of an experiment eight to ten expo­
sures were taken at roughly equal time intervals. In all of 
this work Kodak Metallographic 4 by 5 inch plates were 
used. 

The. experimental relationship between fringe number, j , 
and the vertical plate coordinate, X, was obtained with the 
use of a Mann one-coordinate precision screw comparator, 
equipped with a monocular microscope containing a microm­
eter ocular. This ocular was set to allow measurements 
of small displacement in the direction perpendicular to the 
screw axis. The microcomparator illumination system em­
ployed point-source, divergent, monochromatic light to 
increase the precision of measurement and has been de­
scribed elsewhere.35 

The vertical magnification factor, Gy, of the apparatus was 
determined as follows: A transparent ruled scale was fixed in 
the diffusion cell holder so that the plane of the horizontal 
scale lines coincided with the center plane of the diffusion 
cell. The glass slab of the scale (equivalent in thickness to 
the front window of the diffusion cell) was between the scale 
lines and the photographic plate. A photograph of the 
glass scale in position in the cell holder was then taken and 
the positions of 60 scale lines (1 mm. intervals) were meas­
ured on both the actual scale and the photographic image, 
using the precision comparator. Scale line differences were 
then calculated over 2 cm. (20 line) intervals beginning with 
the first line and continuing through to the last (making 40 
such intervals) on both scale and image. The ratios of 
these scale intervals as measured on the plate to those as 
measured on the scale were then averaged to give a value of 
Gv = 1.07834 with a standard deviation of O.OOOI5. With 
the scale at our disposal, it was important to eliminate in­
herent scale errors by correlating the image and scale inter­
vals. Deviations in Gv as a function of position were ran­
dom, showing that there was no observable curvature of the 
field in the optical system from plate to the center plane of 
the cell. 

The temperature of the diffusion bath36 was maintained to 
± 0.005° during all diffusion experiments. However, the 
bath was not always adjusted to exactly 20.00° in all ex-

(31) H. Svensson, Acta Chem. Scand., B, 1301 (1951). 
(32) L. G. Longsworth, J. Am. Chem. Soc, 74, 4155 (1952). 
(33) D. S. Kahu and A. K. Poison, J. Phys. and Colloid Chem.. 51, 

816 (1947). 
(34) L. G. Longsworth, J. Am. Chem. Soc, 76, 5705 (1953). 
(35) J. L. Oncley, M. Ludwig and T. E. Thompson, Rev. Sci. Inst., 

29, 985 (1958). 
(36) T. E. Thompson and H. Svensson, "Analytical Methods of 

Protein Chemistry," edited by P. Alexander and R. J. Block, Vol. I l l , 
Chapter 3, Pergamon Press, New York, K. Y., 1961: see especially 
pp. 106-108. 

periments. The observed diffusion constants were cor­
rected to this temperature by the equation D20 = DT(I-
0.0280 A T). This temperature correction never amounted 
to more than 0.5%. 

Since all of the components of the apparatus are not opti­
cally perfect, the fringes formed in the absence of a con­
centration gradient are not perfectly straight. I t is very 
important to determine the true shape of these fringes and to 
eliminate this factor as a source of error. To do this the cell 
was filled with water and the fringe pattern photographed. 
This plate was aligned on the comparator stage so that the 
fringes were parallel to the comparator screw. The align­
ment was made using only the ends of the reference fringe 
system. Using the image of the fiducial wire as a reference 
zero, the plate was translated along the fringe system. At 
0.1 mm. intervals the displacement of the center of a selected 
fringe from the microscope cross-hairs was recorded by means 
of a micrometer ocular. The record of the fringe displace­
ments as a function of the distance from the fiducial image 
gave the required deviations of the base line. 

Corrections for the base line deviations were applied in 
the following manner: The record of the fringe pattern for a 
given time was aligned on the comparator stage using only 
the ends reference fringe system. Measurements of the 
positions of the centers of all of the diagonal fringes were 
made with the fiducial image as a zero reference. Using 
the base line data, a correction in the ocular setting for each 
fringe was determined. The positions of the fringe centers 
were then remeasured, each with the appropriately set 
ocular correction. Thus for each exposure a table of fringe 
number vs. corrected comparator reading, X, was compiled. 
It proved very convenient to make the correction in this 
manner which permitted the fringe number to be retained 
as an integer. 

Materials and Solutions.—The bovine mercaptalbumin— 
BMA—used in this work was prepared by modification of 
the method of Dintzis.37 The BMA was three times re-
crystallized as the mercury dimer, the mercury removed by 
treatment with thioglycolate and then all salt removed by 
passage over a mixed bed ion exchange column. The BMA 
solution was then brought to the point of incipient precipita­
tion by slow addition of an equal volume of cold ethanol, 
30% (v. /v . ) keeping the temperature near freezing, and 
allowed to crystallize at —5°. The crystals were centri-
fuged off, the resulting paste slurried with three volumes of 
distilled water and lyophilized. The preparation was stored 
as the dry powder, isoionic, salt free, at —5°. All BMA 
work reported in this paper was done in sodium acetate: 
acetic acid buffer, ionic strength 0.05, and pK 4.75 (meas­
ured at 25°). 

Sodium acetate (Mallinckrodt) and glacial acetic acid 
(du Pont) used to prepare this buffer were reagent grade as 
supplied by the manufacturer. Glycine, supplied by Dow, 
was once recrystallized from water. 

The BMA solutions for use in the diffusion experiments 
were made up to approximately the desired concentration 
and dialyzed against the buffer for 15 hr. at 20.0°. Since 
Jm is proportional to A C, the correct value of d and C in 
the experiments in which G — 0 was calculated from a value 
of C = 0.01138 j . _For the three experiments in which Ci 
7̂  0, the values of C were calculated from values of Ci and 
C-2 determined spectrophotometrically at 280 m,u. An ex­
tinction coefficient, . E S . , was determined on the basis of 
dry weight at 75° in vacuo to be 6.55. 

Viscosity measurements were made with a Cannon-Fenske 
type viscometer at 20.00°. The kinetic energy correction 
was found to be negligible. Solutions for the viscosity work 
were made up by weight dilution from a 10 g./dl. stock solu­
tion of BMA. The concentration of the stock solution was 
determined by dry weight as above. The density of the 
sodium acetate:acetic acid buffer was determined pycno-
metrically and found to be 1.0000 g./ml. at 20.00°. Den­
sities and concentrations of the dilution series were calculated 
using the known concentration of the stock solution, the 
weight dilution data, the density of the buffer and the partial 
specific volume of bovine albumin, Vm ( = 0.734s), as given 
by Maclnnes, et al.,3a and confirmed by Charlwood.39 

(37) H. M. Dintzis, Ph.D. Thesis, Harvard University (1952). 
(38) M. O. Dayhoff, G. E. Perlmann and D. A. Maclnnes, / . Am. 

Chem. Soc, 74, 2515 (1952). 
(39) P. A. Charlwood, ibid., 79, 776 (1957). 
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Results 
The primary interest in this investigation is 

centered on the application of the modified Boltz-
mann method to the BMA system. However, in 
order to obtain a more critical evaluation of the 
success with which this method may be applied, a 
study of the glycine-water system is included. 

Glycine.—Aqueous glycine was chosen as a 
system which may be characterized as strictly 
two component and for which a considerable body 
of data is available in the literature. 

Concentration dependence of the diffusion co­
efficient was calculated by the procedure described 
in this paper for a glycine solution for which AC = 
0.9860 g./dl., C = 0.4930 g./dl. and Jm = 83.17B. 
The zero time correction, At = 18 seconds, was 
calculated by plotting Dc vs. l/t. These data were 
fitted by the least squares method. 

TABLE I 

FRINGE DATA FOR DIFFUSION OF GLYCINE 

AC = 0.9860 g./dl., C = 0.4930 g./dl., JM = 83. 175, t + 

(1) 

2 
4 
6 
8 
10 
12 
14 
16 
18 
20 
22 
24 
26 
28 
30 
32 
34 
36 
38 
40 
42 
44 
46 
48 
50 
52 
54 
56 
58 
60 
62 
64 
66 
68 
70 
',2 
74 
76 
78 
80 
82 

io-

(2) 

-0.9521 
- .9041 
- .8561 
- .8082 
- .7602 
- .7122 
- .6642 
- .6162 
- .5682 
- .5202 
- .4722 
- .4242 
- .3761 
- .3281 
- .2801 
- .2320 
- .1839 
- .1359 
- .0878 
- .0397 

.0084 

.0565 

.1046 

.1527 

.2008 

.2489 

.2971 

.3452 

.3934 

.4415 

.4897 

.5378 

.5860 

.6342 

.6824 

.7306 

.7788 

.8270 

.8752 

.9234 

.9717 

At = 14,718 sec, T = 
(3) 

X' (cm.) 

-1.1164 
-0.9367 
- .8212 
- .7329 
- .6601 
- .5977 
- .5397 
- .4882 
- .4407 
- .3963 
- .3530 
- .3128 
- .2743 
- .2368 
- .2004 
- .1645 
- .1295 
- .0948 
- .0608 
- .0268 

.0070 

.0411 

.0746 

.1089 

.1435 

.1785 

.2147 

.2513 

.2891 

.3285 

.3695 

.4122 

.4581 

.5067 

.5597 

.6183 

.6849 

.7635 

.8595 

.9889 
1.2193 

(4) 

-1.4055 
-1.1793 
-1.0339 
-0.9231 
- .8310 
- .7525 
- .6795 
- .6146 
- .5548 
- .4987 
- .4444 
- .3939 
- .3453 
- .2981 
- .2523 
- .2071 
- .1630 
- .1194 
- .0765 
- .0337 

.0088 

.0517 

.0939 

.1371 

.1807 

.2247 

.2703 

.3164 

.3640 

.4136 

.4652 

.5190 

.5767 

.6379 

.7047 

. 7784 

.8623 

.9612 
1.0821 
1.2450 
1.5351 

20.00° 
(5) 

-1.3986 
-1.1774 
-1.0335 
-0.9229 
- .8312 
- .7516 
- .6806 
- .6159 
- .5559 
- .4997 
- .4464 
- .3956 
- .3468 
- .2995 
- .2535 
- .2086 
- .1645 
- .1210 
- .0780 
- .0352 

.0074 

.0501 

.0930 

.1362 

.1799 

.2243 

.2697 

.3162 

.3641 

.4137 

.4655 

.5199 

.5776 

.6395 

.7066 

.7809 

.8650 

.9635 
1.0854 
1.2522 
1.5504 

(6) 

-0.0009 
- .0019 
- .0004 

.0002 

.0002 
- .0009 

.0011 

.0013 

.0011 

.0008 

.0020 

.0017 

.0015 

.0014 

.0012 

.0015 

.0015 

.0016 

.0015 

.0015 

.0014 

.0016 

.0009 

.0009 

.0008 

.0004 

.0006 

.0002 

.0001 
- .0001 
- .0003 
- .0009 
- .0009 
- .0016 
- .0019 
- .0025 
- .0027 
- .0023 
- .0033 
- .0072 
- .0153 

\j/ = 1.2590 X'. This corresponds to D* = 9.2157 X 
5 cm.Vsec. for Gv = 1.07834 ± 0.00015 (equation 18). 
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Fig. 1.—Difference plot based on the data from Table I. 

The (if/ — 6) values for j = 1 and j = 3 are also included, 
while the value for j = 82 is off the scale used here. <po 
was found to equal —0.00035. 

From the data of Lyons and Thomas6 it is evi­
dent that the refractive index increment cannot 
be expected to be constant for this system. As a 
consequence the reduced fringe number, H{d*) 
must be calculated from equation 7a. While values 
for ai are lacking for this system at 20°, it seemed 
that only a negligible error would be incurred if it 
was assumed that a,\ is the same at 20° as the 25° 
value given by Lyons and Thomas.6 The value 
of Ro was estimated using this value of a,\ , and the 
values of Jm and AC with equation 43, reference 7. 
This gave /3 = -3 .75 X lO"6. 

Table I illustrates a convenient manner in which 
the data may be arranged for the calculation of the 
difference function for each time. In this example 
the corrected time is 14,187 seconds. Column 1 
gives the fringe number, and column 2 gives 
H(O^). In column 3 are listed the differences 
between the comparator readings for each fringe 
and the comparator reading calculated for the 
fringe Jm/2. Column 4 gives the normalized values 
of column 3 entries, and column 5 gives the values 
of 6*. In column 6 the differences between 
corresponding values in columns 4 and 5 are listed. 

Figure 1 is the difference plot based on the data 
of Table I. The dashed horizontal line in this 
figure marks the zero of the <j> axis after adjust­
ment to the condition 

J- 4>&H(e*) = o 

Table II illustrates the way in which the data 
derived from the plot of Fig. 1 may be arranged 
for the calculation of Dc at nineteen equally spaced 
intervals of H{6*). Column 1 gives H(d*), 
column 2 the tabular value H'{6*), column 3 
the slope of the difference plot, d<#>/d£Z"(0 *), 
measured at corresponding iJ(0*), values and 
column 4 the values of 

4>&H(8*) 

Column 5 gives the product of the entry in column 
2 times the corresponding entry in column 3. 
Column 6 gives the quotient of the entry in column 
4 divided by the corresponding entry in column 2. 
Values of DQ/D* are listed in column 7 and in 
column 8, values of Dc. 
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TABLE II 

BOLTZMANN ANALYSIS OP F R I N G E D A T A FOR THE D I F F U S I O N OF G L Y C I N E 

Glycine, C = 0.9860 g./dl., / M = 83.175, C = 0.4930 g./dl. 

(D 

H 

-0.9 
- .8 
- .6 
- .4 
- .2 

0 
0.2 

.4 

.6 

(2) 

H' 

(3) 

6ci 
6H 

t + At = 
(J) 

•t,&H 

14,718 sec, T = 20.00° 
(5) (6) 

00 
H ' IP 

H'J -1 
0 d H 

(7) 
Z?=/ 
D* 

Do 

(8) 

X 10« 

(9) 

X 10« 

(10) 

O- X 10« 

" Diffusion 
tabulated H 

0.29177 0.0276 - 0 
.49638 .0137 
.79184 .0037 -
.98341 .0013 0 

1.09273 - .0002 0 
1.12838 - .0019 
1.09273 - .0030 
0.98341 - .0048 

.79184 - .0071 

.49638 - .0170 

.29177 - .0315 
constant calculated at t 4- At 

from measurements at t + At 

.0011 0.0081 -0.0038 1.0119 

.0012 .0068 - .0024 1.0092 

.0008 .0029 - .0010 1.0039 
.0013 0 1.0013 

.0009 - .0002 0.0008 0,9990 

.0017 - .0021 .0015 .9964 

.0023 - .0033 .0021 .9946 

.0028 - .0047 .0028 .9925 

.0028 - .0056 .0035 .9909 

.0022 - .0084 .0044 .9842 

.0016 - .0092 .0055 .9853 
=• 14718 sec. h Mean and standard deviation 
= 7398, 11238, 14718 and 18558 sec. 

9.325 
9.300 
9.252 
9.228 
9.206 
9.182 
9.166 
9.147 
9.132 
9.093 
9.080 

9.293 
9.277 
9.246 
9.216 
9.199 
178 
160 
138 
121 
096 

±0.026 
.020 
.013 
.011 
.008 
.004 
.005 
.010 
.013 
.004 

9.083 .013 
of the diffusion constant at the 

D0 values were calculated for three other t imes: 
123, 187 and 309 minutes, corrected for AJ and 
the four values a t each concentration were aver­
aged. These average values of D0 are listed in 
column 9 of Table I I . T h e standard deviation <r 
of the sample of D0 a t any C1 as obtained a t dif­
ferent times is listed in column 10 and was esti­
mated from the range.40 The average D0 values so 
obtained were then fitted to a linear equation C 
by the method of least squares. Expressing this 
result in the form 

Dc = A1(I -kC) (21) 

where D0 is Dc a t C = 0, gives D0 = 9.288 X 10~6 

cm.Vsec. a t 20.00° and k = 0.0243 dl . /g. The 
error associated with k is less than ± 5 % . At 
C = 0.4930 g . / d l , Di = (9.178 ± 0.005) X K)"6 

cm.Vsec. a t 20.00°. 
I t seemed of interest to calculate the concentra­

tion dependence of D from the data of this experi­
ment by Creeth's method.7 For this calculation 
the same four exposures and the same comparator 
measurements (from the even numbered fringes) 
were used for the Boltzmann calculation. The 
result of this calculation, expressed in the form of 
equation 21 is: D0 = 9.284 (1 - 0.0231 C) X IO"6 

cm.Vsec. D a t C = 0.4930 g./dl. was found to be 
9.178 X 10~6 cm.Vsec , the same result as t ha t 
obtained with the Boltzmann calculation. 

These values of k may be compared with k = 
0.0241 as determined by Lyons and Thomas at 25° 
from a series of six differential experiments cover­
ing the concentration interval from 0.25 to 4.2 
g./dl. Comparison with the value of Lyons and 
Thomas is justifiable on the grounds t h a t the 
variation of k with temperature, as estimated from 
the da ta of these authors a t 25° and 1°, is very 
much less than the accuracy of ± 5 % assigned to 
the Boltzmann result. Creeth7 has determined k = 
0.0251 a t 25° for glycine with C = 0.6101 g./dl., 
AC = 1.2202 g./dl. 

No recent da ta are available in the li terature for 
the diffusion coefficient of aqueous glycine solutions 
a t 20°. However the values determined in this 

(40) E . B . Wilson, " A n I n t r o d u c t i o n t o Scientific R e s e a r c h , " 
M c G r a w - H i l l Book Co. , N e w York , N . Y., 1952, page 244. 

work may be referred from 20 to 25° with negligible 
error by the usual relation 

D2i = Di w 298.16 
1 ^i 293.16 

For the purpose of comparison, a 20° value of D0 

at C = 0.6101 g./dl. from this work becomes 
1.0490 X 10~3 cm.Vsec. a t 25°. At this tempera­
ture and concentration a value of 1.047g X 1 0 - 5 

cm.2 /sec. may be calculated from the data of 
Lyons and Thomas.6 At the same temperature 
and concentration, the value obtained from the data 
of Dunlop4 1 is 1.0446 X 10~5 cm.Vsec , and the 
values given by Creeth7 are 1.045] X 1O-6 cm. 2 / sec 
(Rayleigh) and 1.0458 X 10~6 cm.2/sec. (Gouy). 

Table I I I gives the fractional difference in parts 
per thousand between each of the D0 values ob­
tained by the Boltzmann calculations and the cor­
responding value of D0 using equation 21 and the 
recorded least squares values of D0 and k. I t can 
easily be seen tha t the Boltzmann calculation 
gives results accurate to about 1 or 2 parts per 
thousand, except at the two extremes, where the 
errors become somewhat larger but never as great 
as 5 parts per thousand. This accuracy is quite 
equivalent to tha t obtained using the Creeth 
method or using Longsworth's3 0 method for calcu­
lating differential diffusion coefficients. 

I t is interesting to note tha t in this experiment 
virtually no concentration dependence was ob­
served in the data a t times of 10, 20 and 30 minutes, 
even though the concentration dependence is large 
enough so t ha t it should be measurable at these 
short times. A similar anomaly also was observed 
in all of the experiments on BMA discussed below. 
Creeth7 has reported a similar observation and has 
discussed imperfections in the cylinder lens and 
second order optical effects as possible causes for it. 
In addition to these causes it is quite probable tha t 
the lack of skewness in early pictures is at least in 
par t due to an anomaly in the shape of the starting 
boundary. Observations in this Laboratory indi­
cate t ha t the start ing boundary formed by siphon­
ing with a single centrally placed needle is not 

(41) P . J. D u n l o p , c i ted in ref. 7. 
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planar42 and that the time which must elapse before 
the expected skewness is observed is correlated with 
the magnitude of the time correction. (The 
larger the time correction, the longer the time 
interval before skewness is observed.) 

TABLE I I I 

ERROR ANALYSIS FOR BOLTZMANN CALCULATION OF D I F ­

FUSION COEFFICIENT OF GLYCINE 
t (sec.) 

- 0 . 9 
- .8 
- .6 
- .4 
- .2 

0 
0.2 

.4 

.6 

.8 

.9 
'D0 = 

20.00°. 

7398 
[Dc -

2.3 
- 1 . 2 
- 1 . 8 
- 2 . 0 
- 1 . 5 
- 0 . 8 

.2 
0 
0 .3 

.3 
1.2 

11238 
Dt(I -

- 0 . 9 
0 

- 0 . 3 
- 1 . 6 
- 0 . 9 

.1 
- .2 

.4 
1.6 
0 .8 
1.1 

9.288 X 10"« cm.1 

14718 18558 Average 
AOl X 1000/DC 

4.9 
3.4 
0.5 

.3 

.3 

.1 

.8 
1.1 
1.8 
0.5 

- 0 . 2 
' / s ec , and k 

- 0 . 5 1.4 
1.4 0.9 
1.0 - 0 . 1 

- 0 . 4 - 1 . 0 
.2 - 0 . 4 

- .5 - .3 
- .4 .1 
- 1 . 1 .1 
- 1 . 1 .6 
- 0 . 2 .3 
- 0 . 5 .1 

= 0.0243 dl. /g. a t 

Bovine Mercaptalbumin.—A series of seven 
differential diffusion experiments were carried out 
covering the range of concentration from zero to 
1.5 g./dl. Differential diffusion coefficients were 
calculated for each of these runs by the method 
described by Longsworth.82 The zero time cor­
rection was estimated as described above. The 
results of these experiments are summarized in 
Table IV. Run 222 was carried out on the same 
preparation as the other six runs, but after the 
BMA, salt free and isoionic, had been stored as a 
dry powder at — 5° for about a year. Apparently 
storage under these conditions for this period 
produced no change in the albumin which could be 
detected by diffusion experiment. Equation 21 
was fitted to these differential diffusion data, 
using the method of least squares. 

TABLE IV 

DIFFERENTIAL DIFFUSION COEFFICIENTS FOR BOVINE 

MERCAPTALBUMIN IN SODIUM ACETATE-ACETIC ACID 

BUFFER, pH = 4.75, r / 2 = 0.05, T = 20.00° 
Run 
no. 

207 
206 
202 
203 
205 
222 
204 

C, 
g./dl. 

0.0461 
.1174 
.2544 
.4780 
.6500 

1.0140 
1.1540 

Ju 

8.098 
20.618 
44.670 
83.941 
40.085 
83.232 
38.09Q 

sec. 

40 
43 

514 
555 
195 
371 
115 

D; X 10', 
cm.Vsec. 
5.763 
5.745 
5.721 
5.685 
5.647 
5.565 
5.545 

c X 10', 
cm. 8/sec. 

± 0 . 0 3 0 
.008 
.002 
.004 
.004 
.003 
.003 

The data of experiments 203 and 222 which cover 
the concentration range of zero to 0.9 and 0.5 to 
1.5 g./dl., respectively, were analyzed for concen­
tration dependence by the modified Boltzmann 
method. The results of these calculations are 
summarized in Table V. In this table the values 
of [Dc - Do(I - kC)] - x 1000/Po are given as a 
function of concentration, C, and time, t. The 
values of Do and k used for this calculation were 
those from the least square calculation of the dif-

(42) These observations are reported in some detail in the Ph.D. 
thesis, ref. 1. 

ferential experiments; D0 = 5.774 X 10~7 cm.2/ 
sec, and k = 0.0344 dl./g. The Boltzmann 
results show a considerable tendency toward 
higher values near H=I, but even here the error is 
usually less than 0.5%. In dilute solutions, the 
errors in the Boltzmann calculation are no larger 
than those in the differential diffusion experi­
ments—indeed, they are considerably smaller in 
these studies. 

The concentration dependence of the diffusion 
coefficient also was estimated from the data of 
run 203 by Creeth's method.7 AU values of D0 and 
k are summarized in Table VI. The deviations in 
the Boltzmann calculation and the Creeth calcu­
lation were found to be of the same order of mag­
nitude. The agreement among the various values 
of D0 and k is good. However, in all cases the 
value of k determined by either the Boltzmann or 
Creeth method for a single experiment is less than 
the value of k determined from the six differential 
diffusion experiments. 

Viscosity measurements were carried out for this 
system in the concentration interval from zero to 
8 g./dl. The results of the viscosity measure­
ments at 20.00° may be expressed conveniently 

IAo = 1 - 0.0398 C - 0.00014 O 

This type of plot gives [rj] = 0.0398. An intrinsic 
viscosity [rj] = 0.0398 also was found for this 
system by plotting Q = [IfC) In (r?Ao) vs. C 
and determining [17 ] as the extrapolated value of Q 
at C = 0.43 The value of [17] may be compared 
with [77] = 0.037 determined in KCl at 25° by 
Tanford and Buzzell44 for crystalline Armour bovine 
serum albumin. Tanford and Buzzell note that 
[rj ] for this system is virtually independent of ionic 
strength for the interval 0.01 < r / 2 < 0.50 and 
independent of pH in the interval from 4.3 to 7.3. 
In view of this fact a comparison may also be made 
with the value of [7; ] = 0.038, calculated from the 
data of Yang and Foster by Tanford and Buzzell,44 

for bovine serum albumin in KCl, r / 2 = 0.10 at 
25°. The data of several authors summarized by 
Tanford and Buzzell indicate that if indeed any 
dependence of [77] on temperature exists, it is 
probably such that [77] increases slightly with 
decreasing temperature. 

Discussion 
Application of the method presented in this 

paper to the glycine data is quite satisfactory. 
Both the value of k and the differential diffusion 
coefficient at C agree well with the literature 
values. However, in the case of BMA, while the 
agreement is good between the value of k obtained 
by the series of differential experiments and k's 
obtained by the Boltzmann method and Creeth's 
method, it is by no means excellent. 

Ultracentrifuge studies of this protein prepara­
tion in several different buffers indicate that there 
is about 4% of a faster sedimenting component 
present. Consequently, this preparation will be a 
two-component system only as a first approxima-

(43) J. L. Oncley, G. Scatchard and A. Brown, J. Phys. and Colloid 
Chem., 61, 184 (1947). 

(44) C. Tanford and J. G. Buzzell, J. Phys. Chem., 60, 225 (1956). 
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TABLE V 

^RROR A N 

Time 
(sec.) 

H 

- 0 . 9 
- .8 
- .6 
- .4 
- .2 

0 
0.2 

.4 

.6 

.8 

.9 
- Do = 

ALYSIS FOR B OLTZMAXN 

In sodium acetate-

183,835 

- 1 . 8 
- 1 . 1 
- 0 . 5 

0 
- 0 . 9 
- .5 

.5 
2 .5 
2.6 
3.7 
2 .8 

5.774 X 10" 

Ci = 
205,99 5 

- 2 . 6 
- 1 . 9 
- 0 . 9 
- .4 
- .4 

~ 
1.4 
3.2 
4.6 
5.1 
5.7 

"7 cm.2/sec. 

CALCULATION OF 

-acetic acid buffer 
0.956 g./dl.; Ci = 0 

241,995 
[Dc -

2.1 
0.5 

.4 

.9 

.2 
1.2 
2.6 
3.0 
3.0 
4.6 
2 .8 

DIFFUSION COEFFICIENT OF BOVINE MERCAPTALBUMIN 

, pn 

Do(I -

, and k = 0.0344 dl./g. 

= 4.75, 

Average 
- kC)\ X 

- 0 . 2 
- .9 
- .4 

.4 
— .2 

.5 
1.6 
2 .8 
3.4 
4.4 
3.7 

C = C1 

r/2 

1000 

= 0.050, T 
C, = 

149,471 
/Do» 

- 2 . 3 
- 2 . 3 
- 1 . 2 
- 2 . 0 
- 1 . 8 
- 1 . 8 

0 
2.4 
4.9 
6.7 
5.8 

= 20.00° 
1.511 g./dl.; 

160,511 

- 0 . 5 
.9 
.7 

- .9 
- 1 . 4 
- 0 . 5 

1 . 1 

2.9 
5.8 
8.4 
9.1 

+ ( C 2 - C1)(H + l ) / 2 . 

Ci = 0.517 g./dl. 
180,911 Average 

4.9 
5.1 
1.6 

- 1 . 2 
- 0 . 4 
- 1 . 3 
- 0 . 4 

2.4 
4.0 
4 .5 
5.8 

0.5 
1.2 
0.4 

- 1 . 4 
- 1 . 3 
- 1 . 3 

0.2 
2 .5 
4.9 
6 .5 
6.9 

TABLE VI 

CONCENTRATION DEPENDENCE OF THE DIFFUSION COEF­

FICIENT OF BOVINE MERCAPTALBUMIN IN SODIUM ACETATE 

ACETIC ACID BUFFER, pH = 4.74, r / 2 = 0.05, T = 20.00° 

Differential diffusion experi­
ments 

All Boltzmann results 
(Runs 203 and 222) 

Boltzmann calculation 
(Run 203) 

Boltzmann calculation 
(Run 222) 

Creeth calculation 
(Run 203) 

Buffer as 
solvent 

Do X 10', 
cm.Vsec. 

5.772 

5.768 

5.764 

5.742 

5.761 

Water as 
solvent 

Df X 10', 
cm.Vsec. 

5.905 

5.901 

5.896 

5.874 

5.893 

k, dl./g. 

0.0344 

.0315 

.0287 

.0280 

.0274 

tion.46 It might be expected that this paucidis-
persity will be reflected in the concentration de­
pendence determinations on single experiments. _ 

It is evident from equation A, footnote 24, that Dc 
will be a function of the concentration over the 
extent of the boundary, even if the individual 
species exhibit no concentration dependence. At 
the ends of the boundary, that is, at H(B) = — 1 
and + 1 , the value of Dc will be equal to the 
value of the largest diffusion constant in the 
collection D1, at the concentrations corresponding 
to these values of H(8). As a result, the plot of 
Dc vs. C will in general be concave. However, the 
detailed shape of this curve is difficult to define 

(45) Recently Creeth and Gosting have developed a method based 
on Rayleigh fringe data for evaluating solute heterogeneity: J. M. 
Creeth and L. J. Gosting, J. Phys. Cham., 62, 58 (1958); J. M. Creeth, 
ibid., 62, 66 (1958). 

in terms of the concentration dependences and 
concentrations of the various solute species. Cau­
tion must be applied in interpreting results ob­
tained by the Boltzmann method on systems which 
are not strictly two component. Consequently, 
the concentration dependence of BMA obtained 
by means of the series of differential experiments 
must be considered more reliable than that calcu­
lated from the data of single experiments. Never­
theless, the results obtained for BMA in single 
experiments indicate that values of the diffusion 
coefficient at zero concentration may be obtained 
with good precision by the Boltzmann method. 

In addition to the problem of heterogeneity of 
the solute, there is also the possibility of complica­
tions arising from the multi-component nature of 
the solvent buffer. At present it is impossible to 
predict what effects may be attributable to a com­
plex solvent. It seems quite reasonable to expect, 
however, that such effects will be minimal, if not 
absent altogether, when the protein is isoelectric. 
For this reason the work on BMA reported in this 
paper was confined to conditions under which the 
albumin is isoelectric. In addition, from the light 
scattering work of Kay46 the interaction constant, 
d In y/dC, is also zero under these conditions. 
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